
Review of Major Concepts

Real-Time and Embedded Systems (M)
Lecture 20
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Review of Module Aims

• To introduce and explore the programming language and
operating systems facilities essential to the implementation
of real-time, reactive, embedded and networked systems.

• To provide the participants with an understanding of the practical
engineering issues raised by the design and programming of real-
time, reactive, embedded and networked systems.
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Review of Intended Learning Outcomes

• Participants should be able to:
– Clearly differentiate the different issues that arise in designing soft and

hard real-time, concurrent, reactive, safety-critical and embedded systems.
– Explain the various concepts of time that arise in real-time systems.
– Analyse and apply a variety of static and dynamic scheduling mechanisms

suitable for soft and hard real-time systems. Conduct simple performance
and schedulability analysis to demonstrate that a system can successfully
meet real-time constraints.

– Explain the additional problems that arise in developing distributed and
networked real-time systems.

– Describe the design and implementation of systems that support real-time
applications. Justify and critique facilities provided by real-time operating
systems and networks.

– Design, construct and analyse a small, concurrent, reactive, real-time
system. Select and use appropriate engineering techniques, and explain the
effect of your design decisions on the behaviour of the system.
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Review of the Module

• Reference model for real-time systems
• Scheduling theory

– Clock-driven scheduling
– Priority-driven scheduling

• Periodic, aperiodic and sporadic tasks

• Real-time support in operating systems
– Implementing task schedulers; two-level schedulers
– Flexible applications to run on general purpose systems

• Resource access control
• Real-time communication

– Model of the network
– Real-time on IP networks, need for QoS

• Low-level embedded programming
– Current approach and possible future directions
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A Reference Model for Real-time Systems

• Jobs and tasks
• Processors and resources
• Time and timing constraints

– Hard and soft real-time
– Requirements for a system to be hard real-time; validation of the system

• Periodic, aperiodic and sporadic tasks
– Parameters of a periodic task: ϕ, p, e, D
– Aperiodic and sporadic tasks have unpredictable release time; sporadic

tasks also have deadlines

• Precedence constraints and dependencies
• Scheduling
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Clock-Driven Scheduling

• Static, clock-driven schedules and the cyclic executive
– Cyclic schedules and scheduler tables
– Frame-based static schedules; frame size constraints; splitting jobs

• Handling aperiodic and sporadic jobs
– Slack stealing

• Advantages and disadvantages of clock driven scheduling
– Simple; applicable to static systems with a small number of aperiodic jobs
– Doesn’t handle dynamic systems; varying sets of tasks
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Priority-Driven Scheduling: Periodic Tasks

• More complex, but applicable to dynamic systems
• Fixed-priority algorithms

– Rate monotonic
– Deadline monotonic

• Dynamic-priority algorithms
– Earliest deadline first
– Least slack time

• Relative merits of fixed- and dynamic-priority scheduling
• Demonstration of correctness through simulation
• Use of maximum schedulable utilization as proof of schedulability

– UEDF = 1
– URM(n) = n⋅(21/n – 1)
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Priority-Driven Scheduling: Periodic Tasks

• Optimality of EDF
• Optimality of RM for simply periodic systems
• Demonstration of correctness through time-demand

analysis
– Critical instants

• Effects of practical factors:
– Non-preemptable regions
– Jobs that self-suspend
– Jobs with non-distinct priority
– Blocking and priority inversion
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Scheduling Aperiodic and Sporadic Jobs

• Problems with background and interrupt based scheduling of
aperiodic jobs

• Use of a periodic server to schedule aperiodic/sporadic jobs:
– Polling server
– Bandwidth preserving servers; consumption and replenishment rules

• Deferrable; sporadic; constant utilization and total bandwidth
– Using EDF scheduling within the server for sporadic jobs

• Acceptance tests

ProcessorAperiodic jobs

Periodic jobs

Sporadic jobs
Acceptance

Test

Rejection
Accepted jobs placed on priority queues; each type
of job queued separately with known queuing
discipline

Scheduler selects
from jobs at head of
priority queues

Sc
he

du
le

r

System Model: several job
queues with an acceptance
test for sporadic tasks
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Real-time Support in Operating Systems

• Real time vs. general purpose operating systems
– Real time constraints; requirements for predictability
– Implications on real time operating system design

• Real time operating system concepts
– Overall system architecture; flexible microkernel
– Time services and scheduling
– Interrupts, hardware, and system calls

• Example systems
– C and POSIX real-time scheduling standards

• Rate monotonic scheduling
• Sporadic scheduling

– Real-time Java
• Advantages and disadvantages compared to POSIX/C

– RTLinux
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Implementation of Task Schedulers

• Implementing priority scheduling
– Tasks, threads and queues
– Building a priority scheduler

• RM/DM
• EDF/LST

– Sporadic and aperiodic tasks

• Priority scheduling standards
– POSIX 1003.1b (a.k.a. POSIX.4)
– POSIX 1003.1c (a.k.a. pthreads)
– Implementation details

• Use of priority scheduling standards
– Rate monotonic and deadline monotonic scheduling
– User level servers to support aperiodic and sporadic tasks

Ready BlockedExecutingSleeping

Ready

…

BlockedExecutingSleeping

…

ED
F 

Q
ue

ue



C
op

yr
ig

ht
 ©

 2
00

6 
U

ni
ve

rs
ity

 o
f G

la
sg

ow
A

ll 
rig

ht
s r

es
er

ve
d.

• Real-time application as
part of a larger system
– Open system architecture

• The concept of the two-
level scheduler to share
system resources

• Isolation of applications
– Independent design choice
– Independent validation
– Independent admission and timing guarantees

• Implementation considerations; schedulability tests

• Case study: RTLinux

OS Scheduler (EDF)

…Ready Queue

S0 S1 SN
…

Kernel

User

Total
bandwidth server Constant utilization

servers

Server
Schedulers

Time shared RM scheduler EDF scheduler

Non-real time tasks Real time tasks Real time tasks

… … …

Two-Level Schedulers
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Real-time on General Purpose Systems

• Constraints of running real-time on general purpose platforms
• Desire for flexible applications if system can be overloaded

– Trade quality for timeliness
– Given knowledge of current time/deadline, application sheds work

• Sieve, incremental with milestones, alternate algorithm
– Very much heuristic driven, rather than explicitly scheduled
– Inherently imprecise, and difficult to reason about
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Resource Access Control

• Definition of system resources
• Contention and conflict for resources

– Timing anomalies and priority inversion
– Need for resource access control

• Operation of several resource access control protocols
– Non-preemptable critical sections
– Priority inheritance and priority ceiling protocols

• Performance characteristics: deadlock, blocking times, etc.
• Performance of different variants of the protocols

– Resource access control for dynamic priority systems
• Practical methods to implement resource access control

– Use of POSIX real-time extensions and mutexes for locking, to directly implement
the ideas described

– Other mechanisms: semaphores, message queues, signals, etc.

J3

J2

J1

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
J5

19 20

J4
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Introduction to Real-time Communication

• What is real time communication
– Reference model for hosts and network

• Factors that affect real time communication
– Throughput, delay and jitter
– Clock skew
– Congestion and loss

• Networks and their timing properties
– Controller area networks vs. Ethernet
– Concept that some networks provide timing

guarantees, others do not

… …

TPH

NACH

TPH

NACH

Communication Network

Network
Interface

Transport
Layer

Applications

TPH = Transport Protocol Handler
NACH = Network Access Control Handler Need to model timing of messages

sent between applications

Need to model sources of latency:
1) Queuing delay at sender
2) Network transit time
3) Queuing delay at receiver

1 3

2

Packet
Generation
Processes

Host

Host

Host

Packet switched network
with n ≥ 0 switches  

Host
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Transmission Time

Discontinuity due
to route change

Queuing jitter causes
variation in inter-packet
arrival time

45º line: clocks are
running at the 
same rate

Non-45º slope shows
presence of clock skew
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Real-time Communication on IP Networks

• Network timing properties
– Delay and jitter; clock skew

• Using TCP/IP and UDP/IP
for real-time traffic
– TCP congestion control and

its effects on real-time traffic
– Timing vs. reliability trade-off

• Overview of RTP
– End-to-end argument; application level framing
– Buffering for timing recovery
– Inter-media synchronisation

• Understanding that real-time on IP networks is limited to soft
real-time, with flexible applications
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Packet inter-
arrival time

Ideal
Distribution

Packets discarded
due to late arrival

Actual distribution

Minimum network transit time
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Quality of Service for Packet Networks

• Why enhanced service is needed
• What is needed to support enhanced services

– Queue discipline
– Acceptance test
– Signalling protocol

• Two approaches to implementing priority queuing
– Weighted Fair Queuing

• Structure of packet queues; concept of finish number; algorithm operation
• Control latency and jitter; isolate traffic flows

– Bounds on per-hop and end-to-end latency for traffic
– Guaranteed network capacity

– Weighted Round Robin
• Structure of packet queues; operation of the algorithm
• Throughput guarantees and delay bounds

• Concepts of signalling protocols: RSVP
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Low-Level Embedded Programming

• Hardware influences on embedded systems performance:
– Interrupt and timer latency
– Memory issues

• Memory protection and virtual memory performance
• Memory allocation, locking, leaks and garbage collection
• Effects of caches

– Power, size and performance constraints
– System longevity
– Development and debugging

• Consider system issues; features that improve general purpose
system may hinder real time work

• Consider constraints on embedded systems, differences in how
they are engineered

• Future directions
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The End…

• Programming assignment due 5:00pm on 14th March

• Exam format:
– 1 hour 30 minutes
– Answer any three questions out of four
– All material in book, lectures notes and handouts examinable
– Sample and past papers on the module web site


